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1. Introduction 

In this paper we consider the following problem: We are given 'a biva

riate polynomial p, i.e., a polynomial in two variables 

n 
p(x,y) := (1 • 1 ) L 

1l,V=0 

having real coefficients a and a rectangle
llV 

Q XxY with X [y,y] E:II (lR) . (1 .2) 

Here :II(lR) denotes the set of the compact, nonempty real intervals, 

henceforth referred to simply as intervals. We are seeking for the 

range of p over Q, i.e., 

P(Q) = {p(x,y) I (x,y) E Q} 

where :m min p (x , y), m max p(x,y) • 
(x,y)EQ (x,y)EQ 

Knowledge of this range, or the equivalent global maximum m and global 

minimum m is relevant for numerous investigations and applications in 

numerical and functional analysis, optimization etc. It is therefore 

important to find easy and efficient methods for getting good appro

ximationsto this range. An exposition of available methods is given in 

the monograph [10]. 
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In our paper we present two methods for finding convergent upper and 

lower bounds rnk , ~k for the range p(Q), i.e., rnk ~ rn and ~k ~ ~ with 

rn ~ rn and ~k ~ ~ for k ~ ~. Both methods can easily be extended tok 
the higher-dimensional case. For the sake of simplicity we will 

present our results only in the bivariate case since the generaliza

tion to the higher-dimensional case will be obvious. 

The first method is based on the mean value theorem and is given in 

Section 2. The other method is based on the expansion of a bivariate 

polynomial in Bernstein polynomials and is discussed in detail in 

Section 3. Here we also address the problem of finding convergent 

bounds for the range of p over the unit triangle. It turns out that 

this can be handled in a similar way as for the rectangle. In Section 4 

we consider the case that the coefficients of the polynomial p are not 

exactly known but can be located between upper and lower bounds 

a E A [ a , a ] E]I (lR), II , V 0(1) n , (1 .3)
'u v u v -llV llV 

Required is now to find the range of a set of bivariate polynomials 

over Q 

n 

{ l a xllyv I(x,y) E Q, a E A , 1l,V O(1)n}.
II ,v=O "llV u v u v 

We conclude our paper with a particular application to a problem in
 

multidimensional system theory, namely testing a bivariate polynomial
 

for positivity.
 

Each real interval can be mapped onto [0,1] by a linear function. So
 

we will confine our discussion mainly to the unit e quare I := [0,1]x[0,1].
 

For an integer k we define K := {(i,j) i,j = 0(1)k}.
 

2. Bounds using function values 

The following is an extension of a method developed by Rivlin [12] for 

the univariate case. The bounds involve the function values of the 

polynomial on the grid on the unit square I given by (ll/k, v/k), 

(ll,V) E K. 
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Theorem 1 (without proof) : 

Let p be given by (1.1). Then 

II v max p(x,y) m ~ max p (j{ 'j{) + Ok 
(x,y)EI (ll,v)EK 

(2 • 1 ) 

min p(x,y) m min II v 
~ p (j{ , j{) - ok '
 

(x,y)EI (ll,v)EK
 

where 

n 
1 l (i + j) (i + j - 1 ) [a i j [ . 

:= 8k 2 
i, j=O 

Remark: If P has a large number of vanishing coefficients it might be 

advantageous to apply the algorithm given in [11] to evaluate p at the 

grid points since this algorithm takes account of the sparsity pattern 

of p. 

3. Bounds using the Bernstein form 

In this section we derive bounds for the range of a bivariate polyno


mial (1.1) on the unit square using the so called Bernstein form. This
 

form is intimately related to Bernstein polynomials (a good reference
 

for Bernstein polynomials is the monograph [9]). The first application
 

to the range of univariate polynomials was given by Cargo and Shisha
 

[5]; Rivlin [12] improved u~on the bounds obtained by Cargo and Shish~
 

Grassmann and Rokne [6] and Rokne [13-16] applied the results of
 

Rivlin to real and complex interval polynomials. Finally, Lane and
 

Riesenfeld [8] discussed subdivision in the univariate case.
 

3.1 The Bernstein form of a bivariate polynomial on the unit square 

Let k ~ n be an integer. We define for (i,j) E K . 
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Then by some manipulations we get the identity 

(3.1 ) 

k 
xllyv = ! (3.2) 

S=ll,t=V 

(3.3) 

Substituting (3.2) into (1.1) gives 

(k ) (k)
p(x,y) = ! b .. p .. (x,y), (3.4)

l.J l.J(i,j)EK 

where b~~) := (3.5)
l.J 

with the convention that a = 0 for s > n or t > n.s t 

We call the bl~) the Bernstein coefficients and (3.4) the Bernstein 

form of p (on the unit square). 

Theorem 2:
 

If p is given by (1.1),then we have
 

max min (3.6) 
(i,j)EK (i,j)EK 

for each k ~ ni equality holds in the left (resp., right) inequality 
(k ) (k) . (k ) (k )

if and 6nly if max (resp., min l.S one of boO'b i j b i j) bkO'(i,j)EK (i,j)EK 

b (k ) b(k) 
Ok' kk· 

(k)
Proof: Since 0 ~ Pij (x,y) for all (x,y) E I and (i,j) E K, and 

\ (k)
l Pij (x,y) for all (x,y) E I (3.7) 

(i,j)EK 

the inequalities (3.6) follow. 

The lIif" part is obvious from 

k 
p(O,O) , p(O,1) ,! aot

t=O 
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k 
1: a = p(1 ,0) , 1: p(1,1).

s O a s t s=O (s,t)EK 

We now assume that max bi~) = m = p(x,y), (x,y) E I, and 

max b (k) > b (k) b (k.) b (k) b (k) I f x, y.... E (0 , 1 ), then by ( 3 • 7)
ij 00' Ok' kO' kk· 

A .... ) b(k)p ( x,y < max .,
lJ 

a contradiction. The proof of the other cases and for min b~~) is analJ 
logous. 

II 

We now show that the bounds given in (3.6) converge to m and m,
 

respectively.
 

Theorem 3:
 

If k ~ 2, then
 

b (k ) (k 1)k-2 max -m , m - min ij ~ y - , 
(i,j)EK (i,j)EK 

where 

n 2 2 
y : = l ( (lJ - 1 ) + + (v - 1 ) +) I alJ v I (3 .8) 

lJ,v=O 

and (x)+ = max(O,x) . 

Proof: Since some of our considerations follow Rivlin's proof for the 

univariate case [12] we only give an outline of the proof. 

For a function f defined on I let 

i i (k)
Bk (f ; x , y ) : = 1: f (k ' k) p i j ( x , y) •
 

(i,j)EK
 

For s,t < n, denote by 0, ,(s,t), (i,J') E K, the Bernstein coefficients 
= lJ 

of the polynomial Bk(XSXt;x,y) _xSyt. Since Bk(xSyt;x,y) = xSyt for 

s,t ~ 1 we have 0ij(s,t) = 0 for (i,j) E K and s,t ~ 1. Therefore, we 

assume that S ~ 2 or t ~ 2. 

If 0 ~ i < S we have by (3.2) 

0ij (s,t) 
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If 2 ~ s ~ i and 2 ~ t ~ j we get after some algebraic manipulations 

o.. (s, t)
1.J 

Now we apply the generalized Bernoulli inequality, see e.g. [7, p. 60], 

to obtain 

6 ~ (~)s(~)t ( (S_:)2 + (t_j)2 )
i j(S,t) 

2 
(.!.)s-1 (i) t (s-1) + (,!,)s(i)t-1 (t-1)2
k k k k k --k-

It follows that (note that 0kk(s,t) 0) 

0iJ' (s,t) < k-1 «s-1) 2 + (t-1) 2) . 
= k 2 

It is easy to see that this formula is also true in the remaining 

cases. 

As in the univariate case now one shows that 

from which the assertion follows. • 
Because of Theorem 3 one expects that when increasing k the bounds 

become better. Before we discuss this in more detail we note another 

improvement, namely a correction of already calculated bounds. 

We assume that 

max (ll,V) ,. {(O,O), (O,k), (k,O), (k,k)}, 
(i,j) EK 

max {b~~) b", '" < b1.J 1l,V 1..1" 

By a similar argument as in [12] one shows using 

i i max Pi ,(x,y) = PiJ' (j{ , k)

(x,y)€I J
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that 

(3.9) 

If the maximum of the Bernstein coefficients is assumed more than
 

once then a similar bound holds involving the maxima of the correspon


ding Bernstein polynom~als.
 

An analogous bound is valid for m.
 

3.2 Calculation of the Bernstein coefficients 

The calculation of the Bernstein coefficients by (3.5) is not economic 
4since, e.g., the number of additions needed is ~ n + 0(n3

) (k = n) , We
 

present now a method for calculating the Bernstein coefficients which
 

requires fewer arithmetical operations.
 

Proposition 1:
 

For ~,v = 0(1)n we have
 

( (k»-1~ b(k)
a 
~v P~v ~v 00
 

where ~ is a twodimensional forward difference operator defined by 
~v 

~ v 

L L 
0=0 T=O 

~ ~ k-i, v ~ k-j . 

Proof: Straightforward calculation using 

III 

To calculate the Bernstein coefficients one may proceed in two steps: 

First, one computes 

~ b (k ) 
l.lV 00 

Then one computes the Bernstein coefficients from ~ b(k) by using the 
~v 00 

following recurrence relations: 



_________
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(k) _ b.(k.) 
b. +1 .J. ,] J.] 

(3.10) 

8 b(k) 
1l+1,v ij 

8 b(k) 
1l,v+1 ij 

furthermore, we have 

8 b(k) o if II > n or v > n • 
llV 00 

To clarify the second step we give the explicit calculations in the 

case k = n = 2 (for simplicity we suppress the upper index k) • 

We start with the table of the differences 8 b
11 V oo 

I 8bOO I 
____ :..J 

8 0 1bOO 0 2b OO
 

8 b 8 b
10 OO 11 OO 8 12bOO
 

8 20boo 8 21boo 8 22b OO
 

in the upper left corner we have bOO = 8 .
0 0bOO 

Now add the first column to the second and the second to the third to 

obtain 

I 
bOO b0 1 .JI 8 0 1b0 1
 

8 8 8
10bOO 10b0 1 1 1b0 1 

as the second Bernstein coefficient we now know b0 1 
row 1 to row 2 and row 2 to row 3 which gives 
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In the last but one step add the second column to the third to obtain 

bOO b 0 1 b0 2
 

b 10 b 1 1 b 1 2
 
............ ~~--.....-~-----
~10b10 ~10b11 ~10b12 

and in the last step the second row to the third which yields the table 

of the Bernstein coefficients b i,j = 0(1)2.i j, 

The number of additions required for this method is n(n+1)2 (k = n). 

Also the number of calculations of binomial coefficients is conside

rably smaller than for the direct calculation by (3.5). 

When the Bernstein coefficients are computed by the difference table 

for several k then for each k all the Bernstein coefficients have to 

be calculated once again. Hence the difference table is unfavourable 

when it is used more than once. A better way is to calculate the 

Bernstein coefficients for fixed k-1 and then to make use of the 

following recurrence relations ((i,j) E K): 

+ i(k-j)b~k-11), + (k-i) (k-j)b~~-1)] (3 • 11 ) 
1- ,J 1J 

wi th b (k-1) =b (k- ~) =b ,( k -1) =b ~ k -1) =b (~-1) =0 , 
-1,-1 -1,J 1,-1 1k kJ 

i,j 0(1)k. 

We see that the Bernstein coefficients of order k are convex linear 

combinations of Bernstein coefficients of order k-1 and we may conclu

de that the convergence of the bounds is monotone: 

b(k-1)max max b~~) ,~ij 1J 

min b~~-1) min b~~)~ 1J 1J 
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3.3 Subdivision 

In this section we discuss subdivision, i.e., dividing the unit square 

I into four subsquares of edge length 1/2 (see Fig. 1) 

y 

1........- ......--..
I 

11.3 : I,·4 ..- I 
~ --..... -
r'" I 

II1.2 
J 

o x 
Fig. 1. Subdivision 

and calculating the Bernstein coefficients of the given polynomial 

(1.1) on each subsquare. Here we mean by the Bernstein coefficients 

b .. (Q) of p on a rectangle Qgiven by (1.2) the Bernstein coefficients 
J.J 

of the shifted polynomial 

n 
(3.12)p(x,y) l 

1.1,\1=0 

with 

C 1.1\1 
(3.13) 

The coefficients c1.1\1 of the shifted polynomial may be calculated by 

a twodimensional complete Horner scheme. The process may be continued 

by subdividing again each of the four subsquares into four sUbsquares 

of edge length 1/4 and calculating the Bernstein coefficients on each 

of the 16 subsquares and so on. Then the maximum (resp., minimum) 

taken over the Bernstein coefficients of p on all subsquares is an 

upper (resp., lower) bound for p over I. 

We first give the explicit formulas for the Bernstein coefficients on 

the four subsquares of an arbitrary square. By iterated use of these 

formulas one sees that the Bernstein coefficients on the subsquares 

generated by subdivision may be calculated successively from the 

Bernstein coefficients on I. In particular, transformation of the 5ub

squares onto I can be avoided. Then we show that the bounds converge 

quadratically when subdivision is applied iteratively. 

In the sequel we assume that the Bernstein coefficients of p are com

puted for fixed k, and we suppress the upper index k. 
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Proposition 2:
 

Let the rectangle Q be given by (1.2) and let ~ := (~+x)/2,
 

n := (y+Y)/2. Then the Bernstein coefficients on the four subrectan


gles are given by «i,j) E K):
 

i j 
1,2,3,4,! ! 

s=o t=O 

where 

a(1 ) 0.1 
bst(Q) on . := [~,~]x[y,n]

st 

a(2) Q2on := [~,x]x[~,n]bk-s,t(Q)st 

a(3) 
bs,k-t(Q) on Q3 := [~,~]x[n,y] 

st 

a(4) Q4 [ ~ ,x]x [ n , y]
st bk-s,k-t(Q) on := 

Proof: Similar as for subdivision in the univariate case [8]. • 

For practical calculation of the Bernstein coefficients bij(Q
1 
), 

1 = 1,2,3,4, one writes down the following four tables 

(b. k .), (b k . k .)
1, -J -1, -J 

and then proceeds for each table similarly as in the calculation of 

the Bernstein coefficients, cf. Section 3.2. The entries of the final 

tables have to be divided by 2-i- j. We see that the b .. (Ql) are convex 
~J 

linear combinations of the b .. (Q). Therefore, we conclude that the
1J 

bounds calculated from the Bernstein coefficients on the smaller 

rectangles are at least as good as those obtained by using the 

Bernstein coefficients of p on Q and that the bounds are monotone when 

subdivision is applied iteratively. 
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We denote the subsquares of edge length 2-m generated by subdivision
 

of I (arranged in any specified order) by Im,t , t = 1 (1)4m.
 

Theorem 4:
 

If k ~ 2 the following relation hold for all m 3,4,5, ••.
 

max b , , (1m, t) - m 
1J(i,j)EK 

t=1(1)4m 

m - min 
(i,j)EK 

t=1(1)4m 

where 

Proof: Let m be fixed and 

max bij(rm,~) 
(i,j)EK 

t=1(1)4m 

Then by Theorem 3 

max b (rm, ~O) - max p(x,y) ~ y (k-1) k -2 ,
i j 

(i, j) EK (x,y)Elm , to 

where 

n-1 
2 2 

y l (ll + v ) I c +1 , v+1 Illll,v=1 

and the c 's are the coefficients of the shifted polynomial p (3.12).
llV 

Since by	 (3.13) 

I c I < e· 2-m (ll+V) , (u , v ) E K 
llV = 

we get (we assume w.l.o.g. p ~ 0) 
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n-1 n-1 
(ll2 +v 2)2-m(ll+v)+2-m+1 (1+2-m) 2 -mll! L II 2 • 

ll,v=1 ll=1 

Because all summands on the right hand side are positive we may 

estimate the sums by the respective infinite series. Making use of the 

relation 

-3x(1+x) (1-x) for I x I < 1 

we obtain 

2The last term is less than m- for m ~ 3.
 

The proof for the minimum is entirely analogous.
 
II 

Remarks: i) One shows similarly that subdivision in the univariate 

case converges quadratically. This extends the results in [8]. 

ii) For the proof of quadratic convergence in the r-variate case 

with r ~ 3 it is easier to use the rougher estimate 

y ~ e ! (II ~ + • .. + ll;) 2 -m ( II 1 + · · · + II r ) 
ll1 I··· Illr=O 

For the question of which subsquares can be discarded from the list of 

further examination see Section 5. 

3.4 Bounds for the range of a multivariate polynomial on the unit 

triangle 

In this section we consider the unit triangZe 

S := {(x,y) E ]R2 I x,y z 0 1\ x+y ~ 1} 

instead of the ,unit square and address the question of finding bounds 

for the range [~Im] of the bivariate polynomial p given by (1.1) on S, 

i.e. I 
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m min p(x,y), m max p(x,y) .
 
(x,y)ES (x,y)ES
 

We set 

d : = max Lu + v I a#-o} (3.14)llV 

e.g., d = 2n if ann #- 0, d = n if a o for v > n-ll. Let k ~ d.llV
 
The index set K is now defined by
 

K := {(i,j) I i,j = 0(1 )k, i+j ~ k l , 

Appropriate bivariate Bernstein polynomials are now given by «i,j)EK): 

(k) k i' k-i-'
Pij (x,y) = (i j)x yJ(1-x-y) J 

with the generalized binomial coefficients 

( k ) k! = (k (k-J,i) . , ' :=, , ' '(k ' ')'
~ J ~.J. -~-J. i) 

Then on the unit triangle S we have again the Bernstein form (3.4) 

with the Bernstein coefficients (3.5) but now with the ~onvention that 

P (k ) := ( k )-1 for all (ll,v) E K (3.3')
llV II v 

instead of (3.3).
 

For these Bernstein polynomials Theorem 2 remains true with the modi


fication that in the case of equality max b~~) , min bi(~)
 
~J J 

E {b6~) ,b6~) ,b~~)}. Theorem 3 reads now (due to the fact that 

k-2(k-1)-1,o (1,1) = -llV cf. the proof of Theorem 3):
llV 

Theorem 3': 

The following bound holds for all k ~ 2 

-2 max -ro, m - min (oy + la ( ) (k-1)k
1 1 (i,j)EK (i,j)EK 

where y is given by (3.8). 

Also, already calculated bounds may be improved similarly as for the 

case of the unit square, cf. (3.9). The calculation of the Bernstein 
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coefficients on I carries over to the Bernstein coefficients on S but 

now only the upper left half of the difference table is needed. The 

number of addi tions required is (k = n) d (d+1 ) (d+2) /3, where d is given 

by (3.14). Formula (3.11) reads now «i,j) E K): 

k-1[i b(k-1) + ' + (k_'_')b(k-1)]b~~) = b(k-1) (3.11 ')
1J i-1 , j J i,j-1 1 J lj 

b(k-1) b(k-1) b(k-1)with 0, = ° if i+j k.-1 , j i,-1 ij 

Results on subdivision will be given elsewhere. 

3.5 Symmetric coefficients 

It is advantageous if the coefficients of p given by (1.1) are 

symmetrio, i.e., a = a , ~,v = 0(1)n, because then the Bernstein 
~v 'JlJ 

coefficients (on the unit square and the unit triangle) are also 

symmetric and therefore the number of operations required for the 

calculation of the Bernstein coefficients can about be halved. The 

symmetry of the Bernstein coefficients on I carries over to the 

Bernstein coefficients on the subsquares generated by subdivision but 

in different forms. So we have for all (i,j) E K (cf. Figure 1) 

bg) (I 1 , 1,) 1 ,4 

b~~) (1 1 , 2 )
 
1J
 

and again the number of operations required can about be halved. 

4. Bounds for the range of a multivariate interval polynomial 

To guarantee the bounds obtained in Sections 2 and 3 in the presence 

of rounding errors (entailed by computing with fixed length floating 

point arithmetic) interval arithmetic, see, e.g., [1], should be 

applied. In this section we address another question involving in~al 

arithmetic. 

Assume that the coefficients a of the polynomial p given by (1.1)
p v 

are not exactly known but can be located between upper and lower 
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bounds (1.3). Then we have to consider the interval polynomial 

n
 
P(x,y) .=
 I 

1l,'J=0 

and it is required to find the range of P over the unit square I, 

P(I) {P(x,y) I (x,y) E I}. Clearly, p(I) ~ P(I) holds. Bounds for 

P(I) can be obtained from (2.1), (3.6) simply by replacing the real 

coefficients a by the respective interval coefficients A and the 
llV llV 

real arithmetical operations by the respective interval arithmetical 

operations. E. g., an enclosure of the Bernstein coefficients b ~~) is given by1J 

i j
\ \ i j (k)A
l t. (s) (t)p s t st' (i,j) E K; (4.1) 

s=O t=o 

then max b~~) (resp., min bi(~)) is an upper (resp., lower) bound for
1J - J 

max P(I) (resp., min P(I)). We do not go into the details here. How

ever, special attention has to be paid to the overestimation entailed 

by replacing real numbers by intervals. This concerns two problems 

which we will discuss in the sequel. 

1) In (4.1) each coefficient A occurs only once in the calculation 
ll V 

of each B~~). It follows that the direct calculation by (4.1) is 
1J n 

optimal, i.e.,there is a real polynomial p(x,y) = ! a xllyV with 
llV 

~(k) 1l,V=0 
a E A and Bernstein coefficients b such that

llV llV i j 

max P(x,y) 
(x,y)EI 

and analogously for min b~~) .
-1J 

An enclosure of the real Bernstein coefficients b~~) may also be
1J 

obtained by interval performance of the procedure using the difference 

table, cf. Section 3.2, starting with p(k)A . In the calculation of 
llV llV 

each entry of the resulting table some A 's occur more than once. But 
llV 

this causes no overestimation because the real numbers by which the 

intervals under consideration are multiplied are positive and therefore 

the distributive law holds, see, e.g., [1, p. 3]. It follows that also 

the difference table produces the coefficients B~~) .
1J 
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2) If the range of P over an arbitrary rectangle Q given by (1.2) is 

wanted the interval polynomial has to be shifted to I. Then when re

placing in (3.13) all real coefficients a by the intervals A the 
(k 1..1 v 1..1 v 

width of the B .. ) (Q) could increase since each of the intervals A 
1J (k) 1..1 v 

occurs more than once in the calculation of each B .. (Q). But if one
1J 

plugs (3.13) into (3.5) then the resulting double sum can be rearran

ged as follows (for the univariate case see [16]): 

n min{ s , n , L} s s _ _ (~ ) 
last l ( )x 1..1 (x-x) 1..1 - x 

s,t=o 1..1=0 1..1 - - (k)
1..1 

(4.2) 

Now each real number a occurs only once in the calculation of each 
( 1..1 v

bi~) and replacing a by A in (4.2) gives an optimal formula, i.e.,s t s t 
the endpoints of the resulting intervals are Bernstein coefficients of 

real polynomials with coefficients taken from the interval coefficients. 

However, this formula requires more calculations compared to (4.1). 

Another way to avoid the overestimation entailed by the shift of the 

original polynomial is to divide the given rectangle into (at most 
2four) rectangles lying in the four quadrants of lR . On each of these 

rectangles the two corner poZynomiaZs of P, i.e., 

n n n 

t t l 
1..1,v=O 1..1,v=O 1..1,v=O 

,-.oJ

for all a E A with 
llV llV 

can be given explicitly, e.g. on [0,00) x (-00,0] we have 

a if v is even, a if v is odd 
-llV llV 

a if v is even, a if v is odd. 
ll V -llV 

Then the problem of finding bounds for the range of the interval poly

nomial P reduces to the problem of finding bounds for the range of at 

most 8 real polynomials for which the shift to I can be done exactly 

(except for small intervals in the coefficients of the shifted poly

nomial due to the use of machine interval arithmetic) . 
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5. An application 

This paper was stimulated by a problem often arising in multidimen~io


nal system theory, namely to test a multivariate polynomial p for
 

positivity on a multidimensional rectangle, cf. [2 ; 3, Chapter 2, 17].
 

Such tests are often referred to as local positivity tests.
 

Computing the minimum of the Bernstein coefficients provides an alter


native local positivity test. If min b~~) > 0 for an integer k
 
(i,j)EK 1.J 

then the positivity of p is guaranteed. On the other hand, if 

min b~~) +y(k-1)k-2 ~ 0 
1.J(i,j)EK 

then by Theorem 3, p assumes also nonpositive values. 

If subdivision is applied iteratively one may reduce the computational 
m 9..effort by the following two observations. Let 1* = I ' be a subsquare 

generated by subdlvision. 

i) If the polynomial p assumes its minimum over 1* at one of the four 

vertices of 1*, then by Theorem 2 

min p(x,y)
 
(x,y)EI*
 

and there is no need to subdivide 1* further. If furthermore 

min bij(I*) min b .. (1 m, 9..)
 
(i,j)EK (i,j)EK 1.J
 

9..=1 (1 ) 4m 

then one already knOws that 

min p(x,y) min p(x,y) .
 
(x, y) EI*' (x,y)EI
 

ii) If 

-2 -2min b .. (1*) >	 min b (1m, R.) + e (k-1)k m (5 • 1 ) 
1.J	 i j (i,j)EK	 (i,j)EK
 

9..=1 (1)4m
 

then 1* may be discarded from the list for further examination since p 

can not assume its minimum over I on 1*. If equality holds in (5.1) 1* 



55 

may also be discarded since the range of p over I* makes no additional 

contribution to the minimum of p over I. 

Multivariate polynomials can be very sensitive to small perturbations 

of their coefficients. It is therefore useful to know the allowable 

intervals centered around the respective unperturbed values within 

the coefficients of the polynomial might fluctuate without losing the 

E lRr.property of being positive for all x This problem was solved in 

[4 ;	 see also 3, Section 2.5]. 
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